INTRODUCTION

Since the outbreak of the COVID-19 pandemic, countless apps have been developed worldwide, which collect pandemic-relevant data. The data collected ranges from anonymised location data to sensitive health data. Medical professionals believe the use of these apps is appropriate, even necessary, in order to ensure the long-term containment of the pandemic. Politicians discuss whether they should recommend the voluntary use of the apps to citizens. We will soon face difficult choices concerning whether we want to install such apps and if so, which apps we want to install.

The reason for this is: according to their goal and purpose, apps are designed differently, and, as a result, their differing functions represent different degrees of invasiveness into the rights of users. Some apps serve to inform users about other individuals who have had contact with COVID-19 sufferers, other apps aim to support research and yet other apps aim to ensure compliance with lockdown rules.

All apps, with differing degrees of emphasis, have the protection of public health as their main goal. However, all uses are also fraught with risks for the right to the protection of personal data and their effects on this right should be carefully balanced against possible benefits. Consequently, all individuals who are considering using an app, can only make an informed decision concerning the pros and cons of use if they are aware of the advantages, as well as the disadvantages, in advance.

It will be a political task to ensure this transparency and to recommend apps which require the minimum possible infringement of the users’ rights as well as the optimum balance between users’ rights and the protection of public health. Otherwise a serious loss of trust may occur, reflecting a perception that the use of apps implies a disproportionate infringement of rights. In this regard, app-developers, and their data protection officers, are called upon to design apps which recognise the need for an appropriate balance between users’ rights and public health.

To provide an initial orientation for how this might be achieved, we have analysed the prerequisites, in EU law, which must be fulfilled by COVID-19 tracking and tracing apps and, on the back of this analysis, have elaborated a series of data protection recommendations for app design and deployment.

In the analysis, we also investigated the degree to which seven apps, all recently deployed in EU Member States, conform to data protection law requirements. The provisional findings concerning these apps are outlined in two specifically designed and conceptualised tables. These findings will be updated as apps are further developed, and as new information becomes available.
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I. GENERAL CONDITIONS FOR DATA PROCESSING

1. LEGAL BASIS – ARTICLE 6 GDPR

Whenever personal data are processed, Article 6 GDPR applies. According to Article 6, the processing of personal data is lawful only if:

- the data subject has given consent to the processing of his or her personal data (Article 6(1)(a) GDPR). Consent must be informed, freely given, unambiguous and specific.

- the processing is necessary for compliance with a legal obligation to which the controller is subject (Article 6(1)(c) GDPR). For example, an employer could be subject to a legal obligation relating to health and safety in the workplace.

- the processing is necessary to protect vital interests of the data subject or of another natural person (Article 6(1)(d) GDPR). The “monitoring of epidemics and their spread” is explicitly mentioned in Recital 46 GDPR as vital interest. Data can be processed in order to protect both infected people and others, to prevent them from being infected.

- the processing is necessary for the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller (Article 6(1)(e) GDPR). This legal basis will usually be invoked by public authorities and such a measure should be based on a national implementing law (Article 6(2) GDPR);

- if the processing is necessary for the purposes of the legitimate interests pursued by the controller or by a third party (Article 6(1)(f) GDPR) and where the interests of the controller do not outweigh those of the data subject.

2. LEGAL BASIS – ARTICLE 9 GDPR

When special categories of personal data, such as data concerning health, genetic data or biometric data, are processed, Article 9 GDPR has to be respected. For example, COVID-19 tracking apps may process sensitive information about the symptoms a person is experiencing such as shortness of breath or dry cough, pre-existing medical conditions, facial expressions or contacts with confirmed positive patients. The latter could be considered to be sensitive personal data, because the fact that someone had contact with an infected person could mean that he is potentially also infected and poses a disease risk. Information connected with disease risk is explicitly mentioned as data concerning health in Recital 35 GDPR. The GDPR foresees exceptions to the prohibition of processing of special categories of per-
sonal data where for example the data subject explicitly consents to the data processing (Article 9 (2) (a)); the processing is necessary for reasons of substantial public interest (Article 9 (2) (g)); the processing is necessary for the purposes of preventive or occupational medicine, for the assessment of the working capacity of the employee, medical diagnosis, the provision of health or social care or treatment or the management of health or social care systems and services (Article 9 (2) (h); the processing is necessary for reasons of substantial public interest in the area of public health (Article 9 (2) (i)), on the basis of Union or national law, or where there is the need to protect the vital interests of the data subject (Article 9 (2) (c)), as Recital 46 GDPR explicitly refers to the control of an epidemic (as seen above).

In particular, Article 9 (2) (i) GDPR could be relied on for the processing of sensitive data in the framework of the current COVID-19 pandemic because it allows the processing of sensitive data to protect against "serious cross-border threat to health." The recent Latvian DPA (the DVI)'s guidelines, issued in the context of the COVID-19 health emergency, underline that Article 9(2)(i) GDPR could be a legal basis for scientific research purposes or statistical purposes as well.8

3. PROCESSING OF LOCATION DATA – ePRIVACY DIRECTIVE

When telecoms data, such as location data, are processed, national laws implementing the ePrivacy Directive must also be respected. Using mobile location data is a possible way to monitor or contain the spread of COVID-19. This may involve, for instance, the possibility to geo-locate individuals or to send public health text-messages to individuals in a specific geographical area. As stated by the European Data Protection Board (EDPB), "in principle, location data can only be used by the operator when made anonymous or with the consent of individuals".9 According to Article 5 (3) ePrivacy Directive, for any usage of a mobile application, without distinction as to whether the information is personal data or not, the consent of the end-user is needed.10 However, the EDPB also notices that "Article 15 of the ePrivacy Directive enables Member States to introduce legislative measures to safeguard public security".11 The EDPB elaborates that "such exceptional legislation is only possible if it constitutes a necessary, appropriate and proportionate measure within a democratic society. These measures must be in accordance with the Charter of Fundamental Rights and the European Convention on Human Rights. Moreover, it is subject to the judicial control of the European Court of Justice and the European Court of Human Rights".12 Further, emergency measures must be "strictly limited to the duration of the emergency at hand".13

7 Article 9 (2) (i) GDPR.
12 Ibid.
13 Ibid.
4. PRINCIPLES OF DATA PROCESSING – ARTICLE 5 GDPR

Data processing activities must comply with the principles of data processing established by Article 5 GDPR.\(^\text{14}\) Data processing must be lawful under Article 6 GDPR and/or Article 9 GDPR, as well as under any other laws applicable to the processing in question.\(^\text{15}\) Some member states have already adopted laws which concerns the COVID-19 emergency. These laws must be taken into consideration when assessing the lawfulness of processing. Furthermore, processing must be fair and transparent. The principle of fair processing guides the relationship between the data subject and the controller. The latter should notify data subjects that they will process data in a lawful and transparent manner. Processing operations should not be performed in a secret or misleading way. Data controllers have to make it possible for data subjects to "really understand what is happening with their data"\(^\text{16}\) (including to inform them of any potential risks connected with the processing) and should act in a way which takes into account the legitimate expectations of the data subjects. The "principle of fairness goes beyond transparency obligations and could also be linked to processing personal data in an ethical manner"\(^\text{17}\). The principle of transparency establishes that the controller is obliged to take "any appropriate measure" to keep the data subjects informed about how their data are being processed.\(^\text{18}\) This includes, for example, that the data subjects must be informed under Article 13 GDPR or Article 14 GDPR once their data has been obtained. Therefore, individuals, whose data is being processed for the purposes of fighting COVID-19 should receive transparent information on the processing activities that are being carried out, including the retention period for collected data, the purposes of the processing and any likely transfer to third parties. The information provided should be easily accessible and provided in clear and plain language, as also required in Articles 12-14 GDPR.\(^\text{19}\)

Any processing of personal data must be done for a specific, well-defined purpose and personal data must then only be processed for additional purposes which are compatible with the original purpose (purpose limitation). Personal data collected for specific purposes, like monitoring the citizens’ compliance with governmental measures, conducting research or tracking of interactions with infected persons shall only be processed for these specified purposes. The purpose must be in line with the legal basis chosen by the controller or defined by national legislation and defined before processing has started. Processing of personal data for purposes different from the original one should comply with the requirements in Article 6(4) GDPR.\(^\text{20}\) Further processing for scientific purposes is deemed to be a compatible new purpose.\(^\text{21}\)

\(^\text{14}\) CJEU, C-342-12, Worten, May 2013, ECLI:EU:C:2013:355, pp. 24-43; CJEU, C-131/12, Google Spain, ECLI:EU:C:2014:317, pp. 70-75.
\(^\text{15}\) Example Council of Europe Modernised Convention 108, Art. 5 (2) and applicable national laws.
\(^\text{17}\) Ibid p. 118.
\(^\text{20}\) See also Recital 50 GDPR.
\(^\text{21}\) Article 5 (1) (b) GDPR.
Data processing must be limited to what is really necessary to fulfil the chosen purpose in the fight against the virus (data minimisation). As has been underlined by AccessNow, "a pandemic is no excuse to process extensive and unnecessary data".²² Personal data must be accurate and, where necessary, kept up to date. In cases where personal consequences may rely on data (e.g. limitation of movement, access to health care or saving people from infections) the accuracy of personal data is of great importance.²³ Furthermore, the potential impact of an app is determined by the quality of data that the app collects.

Once the purposes for processing are fulfilled, the data should be deleted or anonymised (storage limitation). It has be suggested that, for example, when processing data about infected persons to monitor their condition or to check whether they respect the quarantine, the currently established timelines (e.g. the now common 14 days of quarantine from the infection) may form the basis for any storage limitation.²⁴ Following this period, if the data are further used for statistics or scientific research purposes, then the data should be anonymised, if identifiable information is not strictly needed for the given research purpose.²⁵

Furthermore, personal data shall be processed in a manner that ensures appropriate security. This includes ensuring protection against unauthorised or unlawful processing and accidental loss, destruction or damage (integrity and confidentiality). For this purpose, appropriate technical or organisational measures must be implemented (Article 32 GDPR). Access to health data shall be limited to those who need the information for example to conduct treatment or research.²⁶ Taking security measures seriously is especially important when processing operations are conducted with short timelines and under pressure – as they are likely to be in the current state of emergency. Moreover, in the current emergency, many processing operations will relate to sensitive data concerning health. Given the sensitivity of this form of personal data special precautions must be observed. For example, data protection impact assessments under Article 35 GDPR are obligatory for all, processing involving the large scale processing of special categories of personal data (Article 35(3)(b) GDPR) or the systematic large scale monitoring of publicly accessible areas (Article 35(3)(c) GDPR).²⁷

Finally, the last general data protection principle is the accountability of the controller. The principle states that the controller shall be responsible for, and be able to demonstrate compliance with, principles stated in Article 5 GDPR. Accountability also requires controllers and processors to actively and continuously implement measures to promote and safeguard data protection in their processing activities.

A situation of emergency like the COVID-19 pandemic will often allow processing under different

²⁴ Ibid.
²⁵ Ibid.
legal basis; the data protection principles here listed are, therefore, paramount in containing disproportionate processing. In this regard, the least intrusive solution, in light of the purpose to be achieved, is always to be preferred. This implies that, for example, if the purpose pursued by the app could be achieved without personally identifiable information, this option should be pursued. In this way in particular the principle of data minimisation would be complied with. As the EDPB has noted, "invasive measures, such as the "tracking" of individuals (e.g. processing of historical non-anonymised location data) may be considered proportional under exceptional circumstances and depending on the concrete modalities of the processing". Further, "however, it should be subject to enhanced scrutiny and safeguards to ensure the respect of data protection principles (proportionality of the measure in terms of duration and scope, limited data retention and purpose limitation)".

The concept of "privacy by design and by default" (Article 25 GDPR) is therefore crucial in the design process for tracking applications.

5. DATA SUBJECTS RIGHTS

The EU data protection framework confers several rights on data subjects. These rights (listed in Articles 12 to 23 GDPR) include, amongst others, rights to information, access, rectification, data portability. These rights are highly relevant to any COVID-19 related processing. App providers therefore need to provide proper information about the applicability of data subject rights. Information about data subject rights shall be included in the privacy policy. In practice, app developers should ensure that the app architecture facilitates the exercise of data subject rights. For example, the app should be designed to facilitate the right to access.

---


II. EXAMPLES COVID-19 TRACKING APPS

Following the example of East Asian countries such as South Korea, China and Taiwan, several apps have been developed in different EU Member States to track citizens as a response to the COVID-19 pandemic.31 In the following, we provide a short list of the types of application which currently exist.32

Types of application:
- **Contact tracing app**: apps which track infected people and alert other people who have been exposed, once a person is COVID-19 positive
- **Enforcement of lock-down**: apps which monitor citizens in quarantine
- **Scientific purposes, risk map and statistical analysis**: apps which processes location information
- **Self-assessment app**: apps which facilitates self-testing by citizens and tracking of the disease by health professionals

An overview of the main data protection issues related to a selection of specific apps is provided in the table below and in the brief analysis following the table.

1. COVID-19 TRACKER APPS – TABLE 1

<table>
<thead>
<tr>
<th>GDPR requirements</th>
<th>PEPP-PT (EU-wide)33 – contact tracing app</th>
<th>Stopp-Corona-APP (AT)34 – contact tracing app</th>
<th>CORONAMADRID (Spain)35 – self-assessment app</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purpose</strong></td>
<td>To measure proximity, track and stop the spread of COVID-19</td>
<td>To stop the spread of COVID-19 by contact tracing</td>
<td>To help citizens self-assess the probability of suffering from COVID-19</td>
</tr>
<tr>
<td><strong>Anonymised</strong></td>
<td>Yes, as claimed by developers</td>
<td>Pseudonymised</td>
<td>As claimed by developers</td>
</tr>
<tr>
<td><strong>Data minimization</strong></td>
<td>Yes, as claimed by developers</td>
<td>Yes – phone number and whether tested positive for COVID-19 (health data)</td>
<td>As claimed by developers</td>
</tr>
<tr>
<td><strong>Consent (in the data protection field?)</strong></td>
<td>Not clear whether consent fulfils requirements of GDPR and ePrivacy</td>
<td>Not clear whether consent fulfils requirements of GDPR and ePrivacy</td>
<td>Not clear whether consent fulfils requirements of GDPR and ePrivacy</td>
</tr>
<tr>
<td><strong>Voluntary participation</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Deletion period (of the data or the whole app?)</strong></td>
<td>Data is not stored on the app or anywhere else, as claimed by developers</td>
<td>30 days for infected persons; for non-infected – as long as they use the app; contact data – after the end of the epidemic; for purposes of prosecuting illegal usage – 3 years after the end of the sickness;</td>
<td>&quot;as long as the health emergency lasts&quot;</td>
</tr>
<tr>
<td><strong>Encryption</strong></td>
<td>Yes, as claimed by developers</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Geolocation data/GPS</strong></td>
<td>No</td>
<td>No</td>
<td>Yes (optional)</td>
</tr>
</tbody>
</table>

36 Please see para III 2. It is questionable, whether it is feasible to effectively anonymise app data. For further important criticism with regard to this app, see: PEPP-PT, Data Protection Architecture - Security and privacy analysis available at https://github.com/DP-3T/documents/blob/master/Security%20analysis/PEPP-PT_%20Data%20Protection%20Architecture%20%20Security%20and%20privacy%20analysis.pdf.
## 2. COVID-19 TRACKER APPS – TABLE 2

<table>
<thead>
<tr>
<th>GDPR requirements</th>
<th>&quot;Stay-healthy&quot;³⁷ app (Slovakia) contact tracing app</th>
<th>AllertaLOM (Italy, Lombardia) – risk map and statistical analysis</th>
<th>&quot;Home quarantine&quot; (Poland)³⁸ – quarantine enforcement</th>
<th>Germany, RKI app (DE)³⁹ scientific purposes and risk map</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purpose</strong></td>
<td>To inform the user if someone infected with COVID-19 is in close proximity</td>
<td>To track the spread of COVID-19 in the region; to create a contagion risk map; to conduct statistical and epidemiological analyses</td>
<td>To confirm the location of a person covered by the quarantine restrictions and to conduct basic health assessment</td>
<td>Research purpose: to help RKI understand and map better the spread of COVID-19</td>
</tr>
<tr>
<td><strong>Anonymised⁴⁰</strong></td>
<td>Yes according to sources – user registers with phone number or email address but receives a unique registration number</td>
<td>Not clear</td>
<td>Not clear</td>
<td>Pseudonymised</td>
</tr>
<tr>
<td><strong>Data minimization</strong></td>
<td>Not known</td>
<td>As claimed by developers</td>
<td>No</td>
<td>Collects data from wearables (of other providers) and main body indicators + ZIP code; allows profiling</td>
</tr>
<tr>
<td><strong>Consent (in the data protection field?)</strong></td>
<td>Not clear</td>
<td>Not clear whether consent fulfils requirements of the GDPR and ePrivacy</td>
<td>Not clear whether consent fulfils requirements of GDPR and ePrivacy</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Voluntary participation</strong></td>
<td>Yes</td>
<td>As claimed by developers and controllers</td>
<td>It seems to be mandatory</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Deletion period (of the data or the whole app?)</strong></td>
<td>Not known</td>
<td>&quot;for the time strictly necessary to study the degree of spread of the infection&quot;</td>
<td>&quot;as long as the health emergency lasts&quot;</td>
<td>Not known</td>
</tr>
<tr>
<td><strong>Encryption</strong></td>
<td>Not known</td>
<td>Yes</td>
<td>Not clear</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Geolocation data/GPS</strong></td>
<td>According to the sources, users are not tracked.</td>
<td>Yes</td>
<td>Yes</td>
<td>Zip-code</td>
</tr>
</tbody>
</table>

---


³⁹ RKI, Corona-Datenspende faq, available at https://corona-datenspende.de/faq/.

⁴⁰ Please see para III 2. It is questionable, whether it is feasible to effectively anonymise app data.
III. MAIN DATA PROTECTION REQUIREMENTS TO BE TAKEN INTO CONSIDERATION

1. VOLUNTARY USAGE OF THE APPS AND CONSENT

In the current situation, people may be subject to significant psychological and peer pressure to download an app and provide the necessary information. Therefore, in cases where consent is used either as a legal basis for downloading the app or for providing certain personal data via the app, care should be taken when evaluating the applicability of consent as a legal basis, in particular as to whether, under current circumstances, consent can truly be considered to be "freely given" – one of the core requirements of consent in data protection law.41

Furthermore, even if location tracking apps were to try to anonymise personal data – e.g. as asserted by the developers of PEPP-PT – some scientists argue that anonymous location data can be easily re-identified. Indeed, "an individual’s identity can easily be deduced from just a handful of anonymized mobile phone location data points."43 In this regard, it may not be feasible to effectively anonymise app data. As the CJEU has established, data could fall under the definition of "personal data" even if the pieces of information allowing the unique identification of an individual are not in the hands of one entity, as long as there are legal means for one entity to have access to the different pieces of identifiable information leading to the identification of an individual.44 Accordingly, controllers have to make sure no actor has the ability to re-identify the data with means that "account should be taken of all the means likely reasonably to be used (…) to identify the said person".45

In consequence, data are, from a legal perspective, potentially pseudonymous rather than anonymous, even if they are described as ano-
3. DATA ACCURACY

The use of location data to determine whether people have been in contact with someone infected by the virus (as in the "Stopp Corona" contact tracing app) has been argued to have significant technical limitations. Cell tower location tracking, for example, cannot detect whether two phones were within two meters of each other (which could be relevant information in the case of monitoring contact with infected people); GPS signals could offer better precision but still suffer of several limitations (e.g. these do not work properly inside buildings or in vehicles). This is a data accuracy problem, which could hinder the app from achieving its declared purpose, which begs the question whether the data processed by such apps are appropriately accurate.49

Another data accuracy problem is that the app might continue tracing individuals after they have ended their quarantine period, e.g. as was reported in the case of Poland. Pursuant to a news article, individuals were subject to disproportionate interference by the authorities because of inaccurate information. For example, a person whose quarantine period had ended was asked to verify that he was at home, even though he was allowed to go out.50

Furthermore, with regards to the quality of data the apps collect, in the case of a contact tracing app like the "Stopp Corona", data quality will depend, for example, on the "traceability of users", and on the "availability, state, and usage of the mobile device".51 As scientists of KU Leuven describe, "mobile phone-based solutions for contact tracing rely on two fundamental yet questionable, assumptions." They clarify that "the proximity of two mobile phones is deemed a proxy for virus transmission. Virus transmission, however, does not depend only on proximity; it depends mainly on the nature of the interaction (...) and also on the infectiousness of the infected person, the stage of the disease, etc."52 Further, "a mobile phone is deemed as a proxy for a person. The person-phone relationship or correlation, however, is shaped by values and practices."53 For example, some people keep the device near their body, others keep the phone distant from them.54 In the case of a self-assessment app like CORONAMADRID, which require data input from participants, numerous other factors can affect data quality, for example participants may forget to enter the data, or they may be subject to recall bias, self-reporting might not be done properly or it may be highly subject to response bias (e.g. when users fear potential stigma).55

These examples demonstrate that the principle of data accuracy, as enshrined in Article 5 (1) (d) GDPR, is not always complied with. As explained

---

46 Recital 26 GDPR.
49 CJEU, C-293/12 and C-594/12, Digital Rights Ireland, April 2014, ECLI:EU:C:2014:238, par. 49.
51 KULeuven, "Contact Tracing Tools for Pandemics: factors that should shape the decision-making to deploy contact tracing apps for pandemic containment measures", available at https://rega.kuleuven.be//if/tracing-tools-for-pandemics.
52 Ibid.
53 Ibid.
54 Ibid.
55 Ibid.
at the beginning, compliance with the data protection principles is one of the requirements on legality of personal data processing.

4. TRANSPARENCY

Transparency⁵⁶ about how data flows between public and private entities involved in the development and operation of the apps should be given special consideration. Opaque deals with telecoms operators and companies to share e.g. location data, pose serious risks to people's privacy.⁵⁷ Therefore, as has been recommended by AccessNow, "telecoms operators and companies processing data should work with supervisory authorities and privacy experts to ensure data appropriate safeguards."⁵⁸ As AccessNow states, "private-sector actors that design, develop, or implement systems to tackle COVID-19 should follow an industry standard human rights due diligence framework to identify salient risks, avoid fostering discrimination, and respect human rights more broadly through all lifecycles of their systems".⁵⁹ Further, "as necessary, private sector actors should create processes to monitor, mitigate, and report on potential harms and notify affected individuals."⁶⁰ The public sector must provide data protection impact assessments. These assessments should be continually revisited - "prior to public procurement, during development, at regular milestones, and throughout their context-specific use".⁶¹ The assessments must be made available to the public in an easily accessible format.⁶² Governments should consider "the human rights track record" of companies and refrain from using apps from actors that that infringe human rights on a systematic basis.⁶³ Furthermore, data management principles and practices (e.g. where the data is stored and for how long, how secure is the system, who has access, is the data anonymized) must be well planned and transparent.

5. RE-USE OF DATA COLLECTED BY APPS

When relying on private companies, there is a strong risk associated with monetisation of health information. There should be clear limitations on the secondary uses of data so that the principle of purpose limitation is complied with.⁶⁴ It could be the case that health data is sold or transferred to third parties who are not working in the public interest. This practice might be included in the privacy policies in the apps, to which app users give their consent. However, even if app users consent to such a re-usage of their data, in so far as consenting to this re-usage would be voluntary and based on clear and unambiguous information about the re-usage, and thus such processing would have formally a legal basis, there might be still ethical and moral problems about this re-usage.

As noted by Privacy International, "data can be essential and useful at various stages of a pandemic and public health emergency. However, it can also feed intelligence and policing, being highly useful for enforcement" (the "Home quarantine"
The app is an example of this. This is especially the case if the legitimate purposes of the app are not clearly specified or if they are broadly phrased to allow law enforcement authorities such as the police – e.g. as in Poland – to have access to the data processed by the app. There is a risk that the app might be used for purposes beyond enforcing quarantine or monitoring the spread of the virus. Finally, re-use of personal data for scientific and research purposes is considered to be a compatible re-use of data provided this complies with Article 89 GDPR and with other data protection principles. If data is to be shared at a later stage (after the emergency) for research purposes (e.g. as claimed by AlertaLOM), however, in order to comply with the data minimisation principle and Article 89 GDPR, apps should be clear as to what level of granularity of data researchers need to receive. Consequently, where, for the research in question, only anonymous data is necessary, all steps should be taken to make sure that researchers only receive anonymous data.

6. CENTRALISED VS DECENTRALIZED STORAGE

An important data protection question concerning the possibility of (incompatible) data re-use is where the data collected by the app are stored, i.e. whether only locally on a user’s device (e.g. as claimed by PEPP-PT) or whether there is a central collection of data, e.g. as in Slovakia or the case of the RKI app. The latter scenario may allow governmental authorities much easier access to the data and the subsequent processing thereof, both for purposes compatible with the original purpose of the processing, but also for incompatible purposes. Thus, the local storage scenario is the more data protection friendly choice.

A related problem with centralized storage is that the data subject (app user) has less control over the processing of their data and has less control over the parties to whom data is disclosed, for which purposes, etc. There is a risk that the subject also cannot easily verify the accuracy of the data processed by the app and the profile made in relation to them if the data are not stored and further analysed on the app but are instead stored on a central database. For example, according to the information provided in relation to the RKI app, the data are transmitted, stored and analysed in a data centre and the analysis of the data seems not be accessible to the app users.

7. SUNSET CLAUSE FOR THE APPS

Experience has taught us that there is a high risk governments may not lift exceptional surveillance measures after the event leading to the measures is over. Some apps promise users that data will be deleted after the COVID-19 emergency (e.g. CORONAMADRID). However, since this period is not determined and the emergency measures could be in place for a long time, it is not clear why all the data collected via the app need to be stored until the emergency is over and may not be deleted before. In the case of the

---

67 Article 5 (1) (b) GDPR.
68 KULeuven, “Contact Tracing Tools for Pandemics: factors that should shape the decision-making to deploy contact tracing apps for pandemic containment measures”, available at https://rega.kuleuven.be//fitracing-tools-for-pandemics.
Polish "Home Quarantine" app, all the data collected (e.g. selfies/digital photos and GPS location data) will be kept for 6 years. However, this duration of COVID-19 health data storage has to be legally justified, i.e. the storage of the data needs to be proportionate.70 Yet, it is not clear why, if the emergency were to be over before 2026, the data would still need to be stored until this date. This is likely to be in conflict with the requirement on limited data storage (Article 5 (1) (e) GDPR). As regards "sunset" clauses, the apps should be designed in such a way as to "delete" themselves (or have a delete button) and stop operating once the pandemic is over and to make sure that current surveillance measures, enabled by the apps, are lifted after the pandemic is over.

8. DATA SECURITY AND INTERNATIONAL DATA TRANSFERS

As apps may have been built quickly, given the speed with which the emergency situation arose, security protections may suffer as developers may not have enough time to check for bugs or technical flaws (e.g. "Home Quarantine").71 For instance, the risk of hacking when Bluetooth is used to track people's movements is especially high.72 In addition, it is not always the case that data are stored in the EU, e.g. in the case of Stopp-Corona, data could be transferred to the USA. This could pose an additional security and data protection challenge. In that respect, there is also a risk that the data are accessed by foreign authorities for purposes not related to the fighting of the virus in the respective EU Member State where the app is operational. In addition, as the EDPS has noted, even if no personal data is processed, the information security requirements stemming from Commission Decision 2017/46 still apply.73 For example, the guidelines concerning security requirements in relation to digital health applications, issued by the German Federal Office for Information Security (BSI), could provide useful guidance to app developers, e.g. on how to ensure the confidentiality, integrity and availability of the data processed by these apps.74

9. DATA SUBJECT RIGHTS

Last but not least, EU data protection law foresees a series of data subject rights – the right to information, access to one's own personal data, to rectification and erasure of one's data, the right to restriction of the processing of one's data, the right to object to the processing of one's data, the right to data portability and the right not to be subject to a decision based solely on automated processing.75 The controllers of the apps should enable the exercise of these rights. Restrictions to the above-mentioned rights are possible, however, they must be based in law and must respect the essence of the fundamental rights and freedoms and be necessary and proportionate in a democratic society.76 For example, in the EU, it is not legal that automated decisions are to be taken on whether people are allowed to go out or not or whether a person might be contagious or not, unless these fulfil the criteria in Article 22 GDPR.77

---

75 Chapter III GDPR.
76 Article 23 GDPR.
10. CURRENT PROPOSALS ON APPS WHICH ARE PRIVATE BY DESIGN

Recently, a group of well-known academics proposed a **decentralized privacy-preserving proximity tracing system** – a system designed such that no entity beyond a user's device processes or stores any personal data. They assert that this system "minimises the amount of personal data collected by one entity, and heavily reduces the possibility of the accessibility of information, providing the guarantee that the backend server learns nothing about identifiable individuals or their health status." Consequently, the server cannot have knowledge about the social graph (data that can easily be repurposed and misused) and function creep may be prevented. Furthermore, "all communications between the app and the backend server, or any other party, are encrypted using the most appropriate TLS configuration". The system ensures data minimization: the central server only observes anonymous identifiers of infected people without any proximity information; health authorities learn no information (beyond when a user manually reaches out to them after being notified) and the epidemiologists obtain an anonymized proximity graph with minimal information. Moreover, the scientists argue that it prevents abuse of data "as the different entities in the system receive the minimum amount of information tailored to their requirements" and further prevents tracking of non-infected users. In addition, "the system will organically dismantle itself after the end of the epidemic." Further, "infected patients will stop uploading their data to the central server, and people will stop using the app. Data on the server is removed after 14 days." The system envisioned could provide a virtuous example useful for other apps.
The analysis in the previous sections revealed a number of risks which tracing apps could pose for privacy and data protection. In order to mitigate these risks, developers and controllers of these apps should implement at least the following recommendations:

- **Apps should be private and secure by design.** Personal data should be processed in a manner that ensures appropriate security and confidentiality of the personal data to protect these against unauthorised processing or accidental loss. For this purpose, appropriate technical or organisational measures must be implemented as laid down in Article 32 GDPR. For COVID-19 tracing apps, a decentralized tracing system (see para III 10) is highly recommended. Data should be rather stored locally on the user's device instead of centrally collected.

- **Access to personal, especially sensitive, data** shall be limited to those who need information to conduct treatment, research, and otherwise address the crisis. The information should be stored and transferred securely, e.g. through robust encryption measures (security).

- **The app should be designed in such a way as to automatically dismantle itself (or have a delete button)** and stop operating once the pandemic is over to make sure that the current surveillance measures, enabled by the app, do not last longer than necessary for responding to the pandemic (sunset clause).

- Once the purpose of processing is fulfilled, the data must be deleted or anonymised. For example, when processing data about infected persons, e.g. to monitor compliance with quarantine restrictions, the currently established timelines, i.e. the now common 14 days of quarantine from the time of infection or the necessity to go into quarantine (for those coming back from an affected area), should form the basis for any storage limitation.

- If the purpose pursued by the app could be achieved without personally identifiable information, this option should be pursued.

- Controllers should minimize the re-identification risks and make sure no actor has the ability to re-identify the data.

- The data flow between public and private entities collaborating in deploying an application should always be transparent as should the processing of the personal data, the retention period, the purposes of the processing, any likely transfer to third parties and the rights of the data subjects.
Controllers and developers need to provide proper information about the applicability of data subject rights and should ensure that the app architecture facilitates the exercise of data subject rights.

- Controllers and developers should work with supervisory authorities and privacy experts to ensure data appropriate safeguards.
- The apps must have clear limitations on the secondary uses of data and re-use of personal data for scientific and research purposes must comply with Article 89 GDPR and other data protection principles. For example, wherever possible, data should be anonymized, where possible, when further used for statistics or research purposes (storage limitation).
- Developers and controllers should carry out a data protection impact assessment (DPIA), especially where the apps could collect or derive sensitive data or permanently track individuals. This should to be made available to the public in an easily accessible format and be updated regularly.
- The processing of the data via the apps should ensure the processing of accurate input data and results. In addition, the app users should always have the opportunity to refuse the information and to have it corrected, e.g. so that they are not banned from leaving their homes after the quarantine is over.
- Derogations from the data protection principles and the rights of the data subject should comply with Articles 23 and 89 GDPR and Article 15 ePrivacy Directive.
- To prevent abuse, apps should clearly regulate who may have access to the data processed on a need-to-know basis. The purposes of access and further processing should be clearly stated and restricted.

90 Article 5 (1) (d) GDPR.