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Abstract

Knowledge Graphs (KGs) provide a valuable framework for encoding data and its rela-
tionships, facilitating efficient structuring and understanding of large amounts of infor-
mation. Despite their potential, KGs’ inherent incompleteness undermines the quality of
KG-based applications, necessitating the development of Knowledge Graph Completion
(KGC) techniques. Predominantly, Knowledge Graph Embedding (KGE) methods are
employed, which focus on the KG structure yet disregard the linguistic context. Recently,
pretrained Neural Language Models (NLMs) have gained momentum due to their ad-
vanced language processing capabilities. By leveraging their ability to capture complex
linguistic context, pretrained NLMs have the potential to boost KGC performance.

This thesis explores the applicability of pretrained NLMs in KGC by using two distinct
approaches. The first approach involves infusing knowledge from pretrained NLMs, specif-
ically Word2Vec and BERT, into the learning process of KGE models. This is achieved by
employing NLM-generated embeddings of entities and relations as initialization vectors
for a KGE model, followed by an evaluation on link prediction. The second approach,
termed KG-NLM, fine-tunes three pretrained NLMs, namely RoBERTa, DistilBERT, and
BLOOM, on KG triples for triple classification. Both approaches are evaluated on two
benchmark datasets. According to the experimental results in line with the first approach,
initializing KGE models with pretrained NLM-generated embeddings does not signifi-
cantly enhance the models’ performance. Conversely, the KG-NLM approach, notably
KG-RoBERTa and KG-DistilBERT, show substantial performance across both datasets,
surpassing the baseline model for one dataset. Ultimately, these findings support the use
of pretrained NLMs for KGC tasks, as demonstrated by the promising outcomes of the
KG-NLM approach.
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1 INTRODUCTION 1

1 Introduction

Knowledge Graphs (KGs) have emerged as a powerful tool in the �eld of Arti�cial In-

telligence (AI) providing a structured and semantically rich representation of data. By

encoding data and its relationships in a network of nodes and edges, KGs o�er an in-

terpretable and �exible framework that facilitates the discovery of hidden patterns and

inference in data. Speci�cally, a KG is comprised of entities, which refer to real-world

objects or concepts, and relations, that represent the connections between entities [1].

Paired with machine learning techniques, KGs can be used to develop real-world appli-

cations such as recommender systems or intelligent question answering [2]. In addition

to open-source KGs like Freebase [3], DBpedia [4] or Wikidata [5], numerous corpora-

tions including Amazon [6], Siemens [7] and Bosch [8, 9] have developed company-speci�c

KGs. Utilizing these proprietary KGs, companies strive to transform their operations and

workforces and improve customer interaction [10].

1.1 Motivation

Most KGs are automatically constructed from various data sources such as websites,

databases or text corpora, which can only cover a fraction of all the possible information

about a speci�c domain. Therefore, the resulting KG can only re�ect the information

available in these resources. Furthermore, due to the dynamic nature of knowledge, KGs

can quickly become outdated or incomplete once new information arises. As a result, they

often face the challenge of incompleteness. Incomplete KGs can impair the extraction of

valuable insights or reduce the accuracy of search and recommender systems. In an e�ort

to tackle this issue, various machine learning techniques are applied. These fall under the

topic of Knowledge Graph Completion (KGC), which aims at inferring knowledge from

an existing KG by predicting missing links [11]. Figure 1 visualizes the idea behind KGC.

Knowledge Graph Embeddings (KGEs) are commonly employed to perform KGC. These

aim at representing KG entities and relations in continuous vector space, such that the

geometric relations in space re�ect the semantic relationships in the graph. This vec-

tor representation allows machine learning techniques to infer knowledge from the KG

[11]. Numerous KGE models such as TransE [12], ConvE [13] or TuckER [14] have been

proposed, each employing di�erent embedding strategies. Nevertheless, most KGE ap-

proaches capture only the relationships between entities, missing out on the word context

within these relationships.
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Figure 1: An example of KGC on a Freebase KG: Inferring a new relation (red) from

existing ones (green), adapted from [15]

On the other hand, Neural Language Models (NLMs) have gained signi�cant attention

recently due to their superior performance in understanding, generating, and translating

human language [16]. Their ability to capture complex linguistic contexts within large-

scale data makes them essential for numerous applications, such as sentiment analysis,

speech recognition and conversational AI. The pretrained NLMs such as BERT [17] or

GPT-2 [18] are able to generate word representations that capture a word's various mean-

ings depending on the context [19]. These pretrained NLMs can be used to generate rich,

context-aware embeddings for entities and relationships. The embeddings can then be

used as input for KGE models, providing a potentially superior starting point compared

to random initialization. Furthermore, pretrained NLMs can be �ne-tuned directly on a

downstream KGC task by receiving as input KG triples, comprised of two entities linked

by a relationship. This approach enables NLMs to learn the information contained in

KGs' structure and assess the plausibility of a given triple. Although pretrained NLMs

achieve state-of-the-art performance in many natural language processing tasks, their ap-

plication in KGC remains relatively unexplored, presenting a signi�cant opportunity for

further research.

1.2 Objectives

Motivated by the great performance of pretrained NLMs in understanding and modelling

human language and the need to handle KG incompleteness, this thesis explores the

possibilities of employing pretrained NLMs to perform KGC. To accomplish this, the
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following research questions are to be answered:

ˆ RQ1: How can the information encoded in pretrained NLMs be incorporated into

the learning process of KGE models?

ˆ RQ2: What is the impact of combining di�erent pretrained NLMs and KGEs for

KGC?

ˆ RQ3: How do pretrained NLMs �ne-tuned on a downstream KGC task perform?

To answer the research questions, this thesis considers two di�erent approaches. The �rst

approach exploits pretrained NLMs to generate entity and relation embeddings, which

subsequently serve as initialization vectors for existing KGE models. The aim is to assess

whether the information encapsulated in the pretrained embeddings enhances the per-

formance of the KGE models on the task of link prediction. Alternatively, the second

approach, namedKG-NLM, evaluates the ability of pretrained NLMs to learn the infor-

mation captured in a KG to perform KGC. Speci�cally, various pretrained NLMs are

�ne-tuned and evaluated on triple classi�cation, as a subtask of KGC.

While the concept of initializing a KGE model with pretrained NLM-generated embed-

dings has been previously explored by Zhang et al. [20], this thesis builds upon this

groundwork, extending the experimental analysis in several ways. This includes using

both context-independent and context-aware pretrained NLMs, and the evaluation of

two additional KGE models that have not been previously investigated in this context.

Moreover, the second approach builds upon the work of Yao et al. [21], who intro-

duced a BERT-based model for KGC. This thesis contributes to current research by

�ne-tuning and evaluating three pretrained NLMs, namely RoBERTa [22], DistilBERT

[23] and BLOOM [24], on the task of triple classi�cation across two datasets. As per the

current understanding, such a combination of models, task and datasets has not been

previously explored in literature.

1.3 Structure of the Thesis

The remainder of this thesis is organized as follows. Chapter 2 introduces the fundamental

concepts, KGE models and pretrained NLMs needed for the understanding of this thesis.

A review of relevant literature is provided in chapter 3. Furthermore, chapter 4 outlines

the methodology employed in this thesis, including a description of the two approaches:

NLM-enhanced KGEand KG-NLMfor KGC. Subsequently, the used datasets, the conducted

experiments and the respective results are discussed in chapter 5. To conclude, chapter 6

summarizes the principal �ndings and elaborates on limitations as well as opportunities

for future research.
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2 Theoretical Background

This chapter aims to create a shared understanding of the key concepts to this thesis.

To facilitate this, a description of KGs accompanied by examples is provided in section

2.1. This section also includes an overview of KGC and several KGE methods employed

in this thesis. Furthermore, section 2.2 explaines relevant NLMs. To conclude, a short

description of the evaluation metrics used to assess the performance of both approaches

is provided in section 2.3.

2.1 Knowledge Graphs

The concept of knowledge graphs can be traced back to the �eld of Knowledge Represen-

tation (KR), which emerged in the 1960s as a sub�eld of AI [2]. KR is concerned with

�nding a suitable way to represent knowledge so that machines are able to understand it

and reason over it [25]. A central concept in KR is the Knowledge Base (KB), a collection

of facts aiming to build a model of the world or of a slice of reality [26]. One early ap-

proach to KR are semantic networks, proposed by Richens in 1956 [27], which consist of

nodes representing concepts and edges representing semantic relations between the con-

cepts [28]. This graphical KR approach gained prominence with the introduction of the

Semantic Web by Sir Tim Berners Lee [29]. The latter aimed at extending the World

Wide Web with machine-readable descriptions of the web content enabling machines to

process the information.

However, for machines to attain a true understanding of the added information, a stan-

dardized framework that conveys meaning is required [29]. This led to the development of

the Resource Description Framework (RDF) as an abstract data model, used to represent

and exchange data on the Web and the Resource Description Framework Schema (RDFS)

providing meaning to the RDF data [29, 30]. RDF employs a triple structure,<subject,

predicate, object> , also referred to as an RDF statement, to represent resources and

the relationships that exist between them [31]. Thesubject denotes the resource the

statement is about and is typically an Internalised Resource Identi�er (IRI), but can also

be a blank node representing an unnamed resource. An IRI consists of a sequence of

characters that unambiguously identi�es a resource [32]. Thepredicate is a property or

a relationship attributed to the subject and is always an IRI. Lastly, theobject refers to

an entity the subject is related to and can be an IRI, a blank node or a literal. The latter

is used for speci�c data types such as strings, numerical values and dates. As a result,

knowledge is represented as a collection of RDF statements, forming an RDF Graph.

The term "Knowledge Graph" was initially introduced by Google in 2012 with the launch

of their KB, the Google Knowledge Graph. Shortly after, the term gained great popularity
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in both academia and industry, becoming a widely accepted reference to any graph-

based KB [33]. Ehrlinger et al. [34] provide a comprehensive analysis of the di�erent

KG de�nitions available in the literature. In the scope of this thesis, the following KG

de�nition by Wang et al. is adopted [1]:

A Knowledge Graph is a multi-relational graph, where entities (nodes) refer to real world

objects or concepts and relations (edges) denote the relationship between entities.

Therefore, the core structure of a KG can be formally described as a triple<head,

relation, tail> , similar to the RDF statement, with head and tail denoting KG

entities and relation denoting a KG relation. As a result, a KG provides structured in-

formation about a certain domain by connecting entities with each other. In addition to

the entity and relation names, KGs often include textual entity and relation descriptions.

Figure 2 provides an illustration of these descriptions, represented by the red framed

boxes, accompanying the entity names. Throughout this work, the term "labels" is used

for entity and relation names, while the corresponding textual descriptions are referred

to as "descriptions."

Figure 2: Example of a KG's entity names and descriptions, taken from [35]

In the following, two KBs, from which the KG datasets used in this thesis are extracted,

are introduced.

WordNet [36] is a lexical KB of the English language that expresses semantic relations

between words, as depicted in �gure 3. It accomplishes this by organizing nouns, verbs,

adverbs, and adjectives into groups called cognitive synonyms or synsets. These synsets

are then interconnected through conceptual-semantic and lexical relationships. WordNet

was established at Princeton University in the 1980s and has since been continuously

developed and maintained [37].
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