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ABSTRACT
Skilled employees are the most important pillars of an organization.
Despite this, most organizations face high attrition and turnover
rates. While several machine learning models have been developed
to analyze attrition and its causal factors, the interpretations of
those models remain opaque. In this paper, we propose the HR-DSS
approach, which stands for Human Resource (HR) Decision Support
System, and uses explainable AI for employee attrition problems.
The system is designed to assist HR departments in interpreting
the predictions provided by machine learning models. In our ex-
periments, we employ eight machine learning models to provide
predictions. We further process the results achieved by the best-
performing model by the SHAP explainability process and use the
SHAP values to generate natural language explanations which can
be valuable for HR. Furthermore, using “What-if-analysis”, we aim
to observe plausible causes for attrition of an individual employee.
The results show that by adjusting the specific dominant features
of each individual, employee attrition can turn into employee re-
tention through informative business decisions.
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1 INTRODUCTION
Attrition (voluntary leave of employees) and turnover (employee
replacement) are among the major challenges of any business. Em-
ployee retention is crucial for reducing training and recruitment
costs while preserving talent and internal knowledge for any busi-
nesses [21]. The job crisis sparked by the COVID-19 pandemic
serves as an additional reminder on the significance of employee
attrition analysis [20]. To retain employees, companies should em-
phasize on the causal factors such as salary, promotion, work en-
vironment, job satisfaction, and stock option beforehand. Current
machine learning techniques for analyzing attrition and its causal
determinants often rely on black-box approaches, i.e. their results
are not easily interpretable by human resource experts.

We addressed this practical issue by combining simple ML mod-
els with explainable AI (XAI) techniques aiming to reduce barriers
for adoption in practice. During the data preparation phase, we
detected and removed outliers, fixed class imbalance and added
weights on specific features. In the data analysis phase, we con-
ducted a predictive analysis using eight Machine Learning (ML)
models. Finally, we employed the XAI library SHAP (SHapley Ad-
ditive exPlanations) [14, 15, 17] on the ML model that achieves
the highest accuracy. Further, for the output predictions provided
by the best model (in our case XGB), we gathered the correctly
predicted instances and incorrectly predicted instances. Since we
are focusing on the application for human resources (HR), we have
integrated a natural language generation module using OpenAI
to output explanations in natural language. The whole pipeline
is facilitated with an explainer dashboard to further interpret the
features per each employee. The specific causal factors of attrition
corresponding to individual employees can be understood and ad-
justed by ’What-if-analysis’. The explanation provided in natural
language can assist HR in a more critical decision-making process
for retention policy.

2 RELATEDWORK
Different ML models have been employed to predict the importance
of features in attrition [3, 28]. XGBoost [5] is one of the predictive
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Figure 1: The workflow of the proposed decision support system (HR-DSS).

models that is used in several studies [1, 28]. In [1], XGBoost out-
performs other ML models for attrition prediction. Other works use
classical approaches to predict the causal factors of the attrition.
In[23] the highest cross validation accuracy of 85.12% is achieved
by a random forest [13] among GNB, KNN, SVM, Decision Tree,
Logistic Regression. Features, such as monthly income, age, and
daily rate, are suggested to be the key factors of employee turnover.
Such approaches statistically evaluate and learn from historical
data, without providing any explanation for the predictions. SHAP
(SHapley Additive exPlanations) [14, 15, 17] is a game theoretic ap-
proach to explain the output of any machine learning model. SHAP
is widely used in several domains including attrition analysis [24].
Recently, [25] applied the SHAP library [16, 25] and LIME [6] in
order to interpret the predictions of ML models. However, these
results did not consider the class imbalance issue typically present
in employee attrition settings. We will further explore this in the
paper. To build a decision support system, we have employed an
outlier detection and assigned weights to important features to
achieve a higher accuracy of predictions.

3 APPROACH
In this section, we present the design and development of our
approach. The proposed decision support system (DSS) is called
HR-DSS and uses a SHAP library to provide explainability on top
of the predictive models that are used for learning. In order to
explain the SHAP values in natural language, we have used the
OpenAI GPT-41 completion library. The SHAP values for the best
performing ML model are constructed as prompts with the condi-
tions and guidelines to obtain the explanation in natural language.
We deployed an XAI-based dashboard [7] that the HR personnel can
observe, interact, and understand attrition prediction transparently
and confidently. Figure 1 gives an overview of the proposed system.
The interactive decision support system is based on the achieved
predictions and serves as a reliable decision-support system.

We use the IBM HR Analytics Attrition Dataset2, which is a
widely used synthetic dataset. The dataset contains 34 features
related to attrition with a sample size of 1470 records without
any missing values. The dataset consists of both numerical and
categorical data.

ObtainingMaximumPerformingModel.Theworkflow starts
with a list of machine learning models performing the prediction of
prominent features causing attrition. As shown in Algorithm 1, let

1https://openai.com/gpt-4
2https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-
dataset

Algorithm 1: Obtain Maximum Performing Model
input :ML ModelsML∫ = (𝑀_1, 𝑀_2, ...𝑀_8)
output :Max_Accuracy 𝛼𝑀𝐴 Max_perf_model𝑀𝑝𝑚 ,

best_fitted_model 𝑐𝑙 𝑓𝑀𝑝𝑚

1 𝐷 ← 𝑟𝑒𝑎𝑑.𝑑𝑎𝑡𝑎(𝑑𝑎𝑡𝑎𝑝𝑎𝑡ℎ)
2 𝑐𝑎𝑡_𝑑𝑖𝑐𝑡, 𝑑𝑎𝑡𝑎 ← 𝑑𝑎𝑡𝑎_𝑝𝑟𝑜𝑐𝑒𝑠𝑠_𝑓 𝑜𝑟_𝑀𝐿(𝐷)
3 𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛, 𝑥_𝑡𝑒𝑠𝑡,𝑦_𝑡𝑒𝑠𝑡 ← 𝑡𝑟𝑎𝑖𝑛𝑡𝑒𝑠𝑡𝑠𝑝𝑙𝑖𝑡 (𝑑𝑎𝑡𝑎)
4 if 𝑜𝑢𝑡𝑙𝑖𝑒𝑟_𝑑𝑒𝑡𝑒𝑐𝑡 == 𝑇𝑟𝑢𝑒 then
5 (𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛) = 𝑟𝑒𝑚𝑜𝑣𝑒_𝑜𝑢𝑡𝑙𝑖𝑒𝑟 (𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛)
6 if 𝐼𝑚𝑏𝑙𝑒𝑎𝑟𝑛 == 𝑇𝑟𝑢𝑒 then
7 (𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛) = 𝐼𝑚𝑏𝐿𝑒𝑎𝑟𝑛(𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛)
8 if 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑_𝑓 𝑒𝑎𝑡𝑢𝑟𝑒 == 𝑇𝑟𝑢𝑒 then
9 (𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛) =

𝑎𝑑𝑑𝑒𝑑_𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑_𝑓 𝑒𝑎𝑡𝑢𝑟𝑒 (𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛)
10 𝛼𝑀𝐴, 𝑀𝑝𝑚 ← 0, 𝑁𝑜𝑛𝑒

11 for model inML∫ do
12 𝑐𝑙 𝑓 ←𝑚𝑜𝑑𝑒𝑙 .𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 (𝑎𝑟𝑔𝑠)
13 𝛽𝑀𝐴 = 𝑐𝑟𝑜𝑠𝑠𝑣𝑎𝑙𝑠𝑐𝑜𝑟𝑒 (𝑐𝑙 𝑓 , 𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛)
14 if 𝛽𝑀𝐴 > 𝛼𝑀𝐴 then
15 𝛼𝑀𝐴 ← 𝛽𝑀𝐴

16 Mpm ←𝑚𝑜𝑑𝑒𝑙

17 end
18 𝑐𝑙 𝑓𝑀𝑝𝑚

←𝑚𝑜𝑑𝑒𝑙 .𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 (𝑎𝑟𝑔𝑠,𝑀𝑝𝑚)
19 𝑐𝑙 𝑓𝑀𝑝𝑚

.𝑡𝑟𝑎𝑖𝑛(𝑥_𝑡𝑟𝑎𝑖𝑛,𝑦_𝑡𝑟𝑎𝑖𝑛)

ML∫ be the collection of eight ML models (𝑀_1, 𝑀_2...𝑀_8) to
be utilized (see Table 1). We aim at obtaining the best performing
ML model𝑀𝑝𝑚 and collecting its maximum accuracy 𝛼𝑀𝐴 . At the
beginning of the Algorithm 1, the data is read and pre-processed,
and unnecessary columns (i.e., Over18, EmployeeCount, Employ-
eeNumber, StandardHours) were removed through a combination
of manual and statistical verification. Then, the data was split into
the train (80%) and test (20%) sets. Depending on the parameters,
outlier detection and removal, class balancing, and feature weight-
ing are applied to the training set (see Section 4). Three distinct
parameters are considered to represent these. The feature engi-
neering techniques are broadly discussed in Section 4. We conduct
9-fold cross-validation to identify the optimal model fromML∫.
Subsequently, we set up and retrain the classifier 𝑐𝑙 𝑓𝑀𝑝𝑚

employing
the top-performing model𝑀𝑝𝑚 on the entire training dataset.

Single Prediction Model Explainability. To understand the
prediction of the best performing ML model, SHAP values are

https://openai.com/gpt-4
https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-dataset
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Algorithm 2: Generate a natural language explanation for
a single prediction
input :max performing model 𝑐𝑙 𝑓𝑀𝑝𝑚

, feature names
(feature_names), prediction for the instance
(prediction), specific_employee

output :Response in Natural Language
1 shap_values← build_explainer_on_classifier(𝑐𝑙 𝑓𝑀𝑝𝑚

,
specific_employee);

2 shap_values_current←
𝑠ℎ𝑎𝑝_𝑣𝑎𝑙𝑢𝑒𝑠 (𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐_𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑒);

3 feature_names← columns of X_train;
4 prompt← build_prompt (shap_values_current, the

company’s rules);
5 foreach feature_name, shap_value in (feature_names,

shap_values_single) do
6 prompt← construct(prompt, f"The SHAP value for

feature ’{feature_name}’ is {shap_value:.2f}.");
7 end
8 prompt← construct(prompt, "Please write the reason of

stay or leave in bullet points?. Also provide suggestions
how to retain the employee in bullet points") ;

9 response← OpenAI API call with prompt;
10 Return response;

initialized. To interpret the model output clearly, we obtain the
overall prediction (of the label Attrition) of the model on a particular
instance of the test data. In Algorithm 3, the maximum performing
model 𝛼𝑀𝐴 , as provided by Algorithm 1 is taken as the input and
is used to predict the label of a single example from the test set or
it can be a specific employee instance.

In this part, to analyze the single prediction, several parameters
are taken as arguments. A particular employee from the test set
or a new specific instance having the same features. We put the
test features’ specific_employee in the visualization object 𝑉𝑎 of
the SHAP library. Further, we also applied SHAP values to provide
explanations in natural language. In this regard, we are using the
OpenAI completion library wrapped with the model "text-davinci-
003" [18]. The implementation of natural language generation is
shown in Algorithm 2.

To illustrate the dependence plot, several arguments are consid-
ered as the function parameter. In this case, we take the maximum
performing model’s SHAP value with index 1, test features of a
specific employee, and pass it to the variable 𝑉𝑏 for the purpose
of visualization. To initialize the explainer dashboard with the test
data. The goal of using the explainer dashboard is to explain the
prediction including what if analysis.

In the end, the dashboard is executed to analyze and have a
proper observation of the interactive explanation. For single pre-
diction, the XAI algorithm is described in Algorithm 3.

Global PredictionModel Explainabilty. In Algorithm 4, which
is deployed to analyze the prediction of the full population, 𝛼𝑀𝐴 ,
specific_employee and x_test are taken as the input parameters for
the function. Indices of x_test are obtained as mentioned above.
To visualize the features of one empployee, specific_employee is

Algorithm 3: XAI model for single prediction
input :𝑐𝑙 𝑓𝑀𝑝𝑚

, specific_employee
output :Force plot

1 𝐴𝑛𝑎𝑙𝑦𝑧𝑒𝑆𝑖𝑛𝑔𝑙𝑒_𝑝𝑟𝑒𝑑 (𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐_𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑒, 𝑐𝑙 𝑓𝑀𝑝𝑚
)

2 𝑉𝑎 ← 𝑠ℎ𝑎𝑝 𝑓 𝑝 (𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐_𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑒)
3 return 𝑉𝑎

Algorithm 4: XAI model for overall prediction
input :𝑀𝑝𝑚, 𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐_𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑒, 𝑥_𝑡𝑒𝑠𝑡
output :Summary plot & Explainer Dashboard

1 𝐴𝑛𝑎𝑙𝑦𝑧𝑒𝐹𝑢𝑙𝑙_𝑝𝑟𝑒𝑑 (𝑐𝑙 𝑓𝑀𝑝𝑚
, 𝑥_𝑡𝑒𝑠𝑡);

2 𝑉𝑎 ← 𝑠ℎ𝑎𝑝𝑠𝑝 (𝑀𝑝𝑚 .𝑠ℎ𝑎𝑝_𝑣𝑎𝑙𝑢𝑒 [1], 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠_𝑛𝑎𝑚𝑒𝑠)
3 𝑉𝑏 ← 𝑠ℎ𝑎𝑝 𝑓 𝑝 (𝑥_𝑡𝑒𝑠𝑡 ,

𝑐𝑙 𝑓𝑀𝑝𝑚
.𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑟 .𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑_𝑣𝑎𝑙𝑢𝑒 [1],𝑠ℎ𝑎𝑝_𝑣𝑎𝑙𝑢𝑒 [1])

4 𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑟𝑑𝑏 ← 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 (𝑐𝑙 𝑓𝑀𝑝𝑚
, 𝑥_𝑡𝑒𝑠𝑡 ,𝑐𝑎𝑡_𝑑𝑖𝑐𝑡)

5 𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑟𝑑𝑏 .𝑟𝑢𝑛()

needed. 𝑉𝑎 is taken into consideration to be able to visualize the
summary plot with SHAP. In this regard, the maximum performing
model’s Shap values and the feature names are provided. Moreover,
to demonstrate the cumulative force plot, we take the expected
values of maximum performing model from the explainer and the
corresponding SHAP values for visualization.

An explainer dashboard is used to provide further analysis. The
predicted indices of the test data, the maximum performing model
𝑐𝑙 𝑓𝑀𝑝𝑚

and the categorical dictionary are provided in order to
initialize the explainer object 𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑟𝑑𝑏 . Analysing the wrong
predictions by the model is also possible. However, it is noteworthy
that the use of this dashboard is not to provide predictions, but to
explain possible causes for HR, after an employee leaves.

4 DATA PROCESSING
We now describe the components of our data processing pipeline in
more detail. The IBM HR Analytics Attrition Dataset3, contains 34
features related to attrition with a sample size of 1470 records with-
out any missing values. To achieve good predictive performance
with simple machine learning models we turn to classic data pre-
processing techniques. Due to the privacy policy and unavailability
of real public dataset of company, we took this synthetic data.

4.1 Class Imbalance for Learning Models
The dataset has a class imbalance problem meaning that the total
number of positive examples is much smaller than the number of
negative examples. Therefore, re-sampling the data is essential to
increase the importance of positive examples. The dataset contains
237 examples labeled “Yes” for Attrition and 1233 examples labeled
“No” for Attrition. Undersampling of the negative examples leads to
loss of instances from the data that may hold important information.
To avoid this, several oversampling techniques have been employed,
namely SMOTE [4], ADASYN [11], as well as SMOTE + Tomek [22]),
which is a hybrid version of SMOTE.
3https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-
dataset

https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-dataset
https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-dataset
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ML Algorithm Acc.
F1 Score Imbalanced SMOTE ADASYN SMOTE+Tomek

Random Forest Acc. 87.76% 87.07% 87.76% 87.76%
F1 S. 18.18% 32.14% 28.00% 35.09%

Decision Tree Acc. 78.23% 79.59% 77.89% 78.23%
F1 S. 17.95% 33.33% 30.70% 25.58%

GNB Acc. 84.01% 57.48% 59.18% 58.16%
F1 S. 47.19% 28.77% 29.41% 29.71%

Logistic Regression Acc. 84.69% 64.63% 60.88% 64.97%
F1 S. 4.25% 28.77% 25.81% 27.97%

MLP Acc. 85.03% 61.90% 31.97% 42.86%
F1 S. 0.00% 25.33% 25.37% 26.32%

LGBM Acc. 88.44% 88.44% 87.76% 87.41%
Classifier F1 S. 37.04% 41.38% 35.71% 37.29%

SVM Acc. 86.73% 86.73% 13.27% 86.73%
F1 S. 0.0% 0.0% 23.42% 20.00%

XGB Acc. 88.44% 85.37% 87.76% 86.73%
F1 S. 35.29% 29.51% 37.93% 31.58%

Table 1: Accuracy comparison among ML models trained on
imbalanced data and balanced data.

Figure 2: LGBM after balancing the data with SMOTE.

These techniques are employed on the selected ML models,
namely random forest, XGB, MLP, LGBM, decision tree, logistic
regression, SVM, and Gaussian Naive Bayes. A fixed seed is used to
avoid the problem of result deviation in the performance. However,
the accuracy of the balanced variant was then reduced for most of
the ML models. The comparison among imbalanced and balanced
variant concerning F1 scores is demonstrated in Table 1. LGBM
showed best performance of 88.44% with SMOTE among all the
ML models, LGBM with SMOTE also returned a high F1 score. In
Figure 2, it can be observed that there are more overlapping data
points for medium (purple color) to high (red color) feature values
of a particular feature. For example, medium to high values of Stock-
OptionLevel are tightly mixed without being separable and many of
the positive classes are shifted on the negative side in this case. The
overlapping points of data in visualization may cause difficulties in

Figure 3: XGB summary plot using added weight only

understanding which types of employees would actually determine
to leave the company. The best model is expected to provide the
instances of positive and negative classes separated by the vertical
line in the middle of the visualizations of the summary plots that
divide the class labels. Moreover, by balancing the data there are not
many improvements compared to the original data. Aligned with
our observation, other works [2, 8, 26] also mention that accuracy
measures are not reliable for imbalance classes, which can be due
to severe class imbalance often mimicking a high accuracy.

4.2 Outlier Detection and Weighted Features
To improve the overall predictions of the ML models, an outlier
detection technique has been introduced using Isolation Forest. [12]
Isolation Forest has the same essence as the Decision tree algorithm.
After providing a set of features, the algorithm randomly selects
a feature from those features to remove outliers and then select a
random split value to separate the maximum and minimum value
of that feature. Besides, weights are added to StockOptionLevel and
JobLevel features based on business theories [19] [10] to create a
more separable group of data points because according to the the-
ory, these two features consider as important factors of attrition. In
this approach, after splitting the train and test data, Isolation forest
outlier detection and weighted features are considered together to
improve the performance. Additionally, the outlier detection tech-
nique and the weighted features are also experimented separately
to compare the performance. According to Table 2, XGB has achieve
improvements with improved F1 scores for every model relative to
the original model. XGB with only added weights on the mentioned
specific features has achieved the best result with 89.12% accuracy.
We have chosen the XGB model for interpretation with XAI for this
phase to evaluate with summary plot.
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ML Algorithm Accuracy and
F1 Score

Original
Data

With
Outlier

With
Weights

With Outlier
and Weights

Random Forest Acc. 87.76% 87.76% 87.07% 88.44%
F1 S. 18.18% 14.29% 17.39% 22.72%

Decision Tree Acc. 78.23% 77.89% 78.57% 40.14%
F1 S. 17.95% 34.88% 22.22% 20.72%

GNB Acc. 84.01% 82.31% 84.01% 81.97%
F1 S. 47.19% 47.19% 47.19% 46.46%

Logistic Regression Acc. 84.69% 86.39% 86.36% 86.73%
F1 S. 4.26% 0.00% 4.76% 4.88%

MLP Acc. 85.03% 86.05% 86.39% 86.73%
F1 S. 0.00% 0.00% 0.00% 0.00%

LGBM Acc. 88.44% 88.10% 87.07% 86.39%
Classifier F1 S. 37.04% 38.60% 38.71% 35.48%

SVM Acc. 86.73% 86.73% 13.27% 86.73%
F1 S. 0.00% 0.00% 0.00% 0.00%

XGB Acc. 88.44% 88.78% 89.12% 88.78%
F1 S. 35.29% 44.83% 40.00% 40.00%

Table 2: Accuracy comparison among ML algorithms trained
on original data, data with added weighted features and out-
lier removal techniques, and a combination of both methods

The accuracy of XGB improves with better F1 scores for features
with added weights. Additionally, for some of the features like
YearsWithCurrentManager, JobRole data points are more distin-
guishable in Figure 3. For XGB with weighted feature, there are less
wrong predictions (32), while 262 are correctly predicted instances.
Hence, XGB has been chosen for further interpretation as it is the
best performance model achieving 89.12% accuracy and its F1 Score
as mentioned in Table 2.

To make the explainable more understandable, NLG applied and
the explainer dashboard4 has been adapted on top of SHAP to create
an interactive web-based GUI platform to interpret and analyze the
predictions of the model further for retention policy.

5 RESULT AND ANALYSIS
The XGB model has demonstrated better accuracy of 89.12% than
other ML models for this data and has faster training speed with
low resources [5]. Hence, the following evaluations by SHAP visu-
alizations are on XGB.

5.1 SHAP Summary Plot
The summary plot is the combination of feature importance and
effect. In summary plots, the x-axis indicates the Shapley values,
and the y-axis represents the features. The feature values are ar-
ranged with color intensity between low (blue) to high (red). The
summary plot in Figure 4 is a global-level visualization: Consider
the ’OverTime’ feature. The blue points indicate the employees do
not work overtime (red dots shows the opposite). Hence, employ-
ees with no overtime would remain in the organization and shift
towards the negative Shap value (left side), whereas the red dots
mean employees with working overtime are more likely to make a
positive decision towards attrition.

5.2 SHAP Force Plot
To analyze an individual prediction, the force plot can be a use-
ful module for understanding unique reasoning. For example, the

4https://explainerdashboard.readthedocs.io/en/latest/

Figure 4: Summary Plot for overall prediction.

upper side of Figure 5 indicates that the person aged 19, a female,
is strongly adamant about her attrition decision. The red color
indicates the dominant factors for the attrition where the widest
bars like over time, low monthly income, age, low environmental
satisfaction, no stock option plan, etc., have greater influences in
her decision. This visualization confirms that younger employees
are prone to attrition than senior employees because of having
moderate monthly income, working overtime and receive low stock
options. [9][27].On the contrary, in the bottom force plot, the SHAP
output predicts and demonstrates that a male employee, aged 37,
would most likely stay in the organization based on the factors
of no overtime, job involvement, job satisfaction, higher monthly
income, etc.

5.3 Natural Language Generation Based on
SHAP Values

We have used the Shap value output to generate natural language as
described in Algorithm 2. The prompt for the OpenAI completion
module is constructed in such a way that it contains the description
what the Shap values contribute to the outcome. We have also
added some dummy general policy of the company as a part of the
prompt i.e, company does not offer remote work, less stock option
for young employees etc. An example LLM output looks as follows:

Based on the SHAP values for this (woman, 19 years old) instance,
the machine learning model has predicted that the employee will
leave the company. Factors that contributed to this decision include:
• The employee is young age (SHAP value: 0.46)
• Their monthly income (SHAP value: 1.90)
• Their level of stock option (SHAP value: 0.53)
• Their years with current manager (SHAP value: 0.60)
• Their overtime hours (SHAP value: 3.01)
• The employees job level (SHAP value: 0.62)

https://explainerdashboard.readthedocs.io/en/latest/
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Figure 5: Force plot for individual female attrition decision (top) vs. male decision to stay (bottom)

Figure 6: Comparison between before and after using What-if-analysis for an individual employee who has probability of
attrition 84%. After using the What-if-analysis to change particular features for the employee, the attrition rate decreased to
16.3% and the retention ratio increased to 83.7%

In order to retain the employee, the company can:

• Increase the employee’s salary and level of stock option
• Increase job opportunities and promotions that are based on
performance rather than years
• Offer part-time options and flexible work hours
• Offer more remote work options
• Provide additional paid leaves
• Provide more remuneration when working extra hours

5.4 Interactive XAI Dashboard
To retain talented and resourceful employees, the business commu-
nity demands transparency and reliability of ML models. To ensure
this demand, the same SHAP values are integrated to an interactive
explainer dashboard. In Figure 6, an individual employee is visu-
alised with a predicted 86% chance of leaving the organization with
some key attributes. From both the force plot and the interactive
dashboard, it has been observed that lowmonthly income, overtime,
and no stock option level are the most significant criteria for plausi-
ble attrition. This has been explained directly with natural language
generation. The What-if-analysis module assists HR by analyzing
the probable retention of a specific employee by increasing and
decreasing the causal factors and let HR to be aware of retention
policy. With the increment of monthly salary and increased stock
option level while dissolving the over time issue, the chance of
attrition of this specific employee will decrease to 16.3%. Due to the
page constraint, each of the parameters effects are not shown.

6 CONCLUSION
In this work, we investigated eight machine-learning approaches
for the application of HR data for attrition and retention. Among
them, the best performing model is XGB with 89.12% accuracy in
providing predictions on the considered benchmark data. Further,
specific features like OverTime, and StockOptionLevel, MonthlyIn-
come have been determined by model as top contributing reasons
to attrition. The proposed approach, named HR-DSS, is designed
as an XAI-driven decision support system with an interactive user
interface. To further enhance the decision support system, we gen-
erated natural language from the SHAP values for the explanation
to human resources. This work shows the impact of explainable
machine learning algorithms on employee attrition,retention policy
and decision-making. An immediate next step for this work is to
include the NLG in the dashboard and enable the investigation
of other neural network-based as well as deep-learning models.
To overcome ethical issue and hallucination of Open-AI, we will
only use the policy/guidelines documentation of an organization
by applying prompt engineering. Hence, the LLM will generate re-
sults according to the XAI SHAP values and address the issue with
advice from the guidelines of that organization. The HR-DSS will
be an end-to-end AI-based intelligent system aiming at assisting
human resource units in different organizations to retain highly
skilled employees and measure the performance of all employees
with trustworthy justifications based on explainable AI.
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